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Abstract 

Background  The healthcare sector is rapidly integrating artificial intelligence-derived predictive models (AIDPM) 
to enhance clinical decision support, operational efficiency, and patient experiences. However, research on manage-
ment strategies for AIDPM acquisition, deployment, and governance remains limited. This study examines changes 
in AIDPM integration and governance since 2021, with a particular focus on large language models and health equity 
considerations.

Results  Our survey of health system leaders achieved a 49% response rate (32/65). While 84% of institutions reported 
using AIDPM in clinical practice, only 53% had established dedicated teams for these models. Compared to 2021, 
there was a significant increase in representation from experts in clinical informatics, operations, and quality improve-
ment on AIDPM teams. Most organizations (41%) primarily purchased AIDPM from external vendors. Support for inte-
grating large language models into healthcare practices was unanimous among respondents. The principal obstacles 
to AIDPM adoption included regulatory concerns, data security, workflow integration, and clinician acceptance. 
A large majority (72%) of respondents supported government regulation of AI in healthcare. While 76% of organiza-
tions reported having a team member dedicated to health equity, ethicists and diversity leaders were underrepre-
sented on AIDPM teams (18%). Organizations reported various efforts to promote health equity, but involvement 
of frontline clinicians in AIDPM development and its impact on health equity was significantly less common.

Conclusions  Clinical adoption of AIDPM faces challenges due to the absence of established best practices. Health 
system leaders strongly support federal regulations for AI in healthcare. These regulations could provide qual-
ity and safety standards. The study highlights the need for developing evaluation guidelines, especially for large 
language models. It also reveals a lack of uniform involvement of frontline clinicians and equity experts in AIDPM 
governance. Their involvement could increase adoption and trust of these new AI tools. Future research should assess 
healthcare systems’ adherence to emerging regulations and best practice frameworks. This research should empha-
size patient safety and health equity. These findings underscore the urgent need for a comprehensive roadmap. This 
roadmap would guide the responsible implementation of AIDPM in healthcare settings.
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Background
The integration and analysis of physical, economic, and 
behavioral data available has been termed the "Fourth 
Industrial Revolution" by Klaus Schwab in 2015 [1]. Since 
then, many economic sectors have made progress in data 
utilization [2]. In healthcare, there is a growing effort to 
provide better-informed care using artificial intelligence-
derived predictive models (AIDPMs). These tools com-
bine various AI techniques with historical healthcare 
data to make predictions about risk and support multi-
ple aspects of healthcare delivery. AIDPMs are being 
employed for a multitude of tasks, including enhancing 
clinical decision support by providing risk assessments 
and treatment recommendations, improving operational 
efficiency in healthcare facilities, optimizing patient 
experiences and engagement throughout their health-
care journey, and guiding clinician-patient interactions 
to potentially reduce burnout [3–5]. Each of these appli-
cations has the potential to advance healthcare deliv-
ery and outcomes. Despite this potential, there is a lack 
of research into the management strategies healthcare 
organizations employ for the acquisition, deployment, 
and oversight of AIDPM, as well as the governance prac-
tices that ensure their transparent and equitable use [6]. 
Since our initial study in 2021, the healthcare landscape 
has shifted significantly in the post-COVID pandemic 
recovery phase, with evolving technologies reshaping pri-
orities for AI adoption in healthcare. This study seeks to 
survey these changes and ascertain current trends in the 
integration and governance of AIDPM. It aims to build 
upon our previous work, examining how these systems 
are managed within healthcare organizations and the 
broader implications for clinical practice [7].

Since our last study, the use of AIDPM in healthcare 
has become more widespread, and in the intervening 
years, two significant factors have emerged that warrant 
closer examination. First, despite the aforementioned 
benefits of AIDPM, there are growing concerns that 
these tools may negatively impact health equity, the pur-
suit of which is defined by the World Health Organiza-
tion as “giving special attention to the needs of those at 
greatest risk of poor health, based on social conditions” 
[8]. Among these concerns are the risk of AI-based pre-
dictions being less accurate for minority groups and 
the risk that these predictions could exacerbate existing 
disparities or create new ones [9–13]. Given potential 
impacts on health disparities, there is increasing recogni-
tion of the need to identify sources of bias and strategies 

to mitigate it at various stages of model development and 
implementation [14]. While there have been many such 
recommendations for healthcare organizations involved 
in developing internal models and acquiring vendor-
sourced solutions [15], it is less clear to what extent 
these strategies are being put into clinical and adminis-
trative practice [16]. This study aims to assess the degree 
of focus on health equity as well as the specific methods 
being employed by healthcare organizations across the 
United States to foster equity in the context of AIDPM.

Second, large language models (LLMs), a unique type 
of artificial intelligence system able to process and gener-
ate human-like text, have rapidly been adopted by both 
technology experts and healthcare professionals [17]. 
These sophisticated models, trained on vast amounts of 
textual data including medical literature, can mimic natu-
ral human language abilities across a wide range of top-
ics [17]. In healthcare, LLMs have already demonstrated 
their usefulness by generating medical notes and answer-
ing patients’ medical questions [18, 19]. The practical 
application of LLMs within clinical settings, as opposed 
to their experimental use in research, is poorly studied. 
Additionally, how health systems are implementing or 
planning to implement LLMs, the specific use cases they 
target, and concerns regarding data security with LLMs 
all remain largely unexplored [20, 21]. Considering this 
changing landscape of AI in healthcare, this new sur-
vey focuses on use cases for AIDPM in clinical practice, 
with a particular focus on LLMs and on the integration of 
health equity best practices into the various stages of AI 
model deployment.

Methods
Study design
This cross-sectional study was conducted in collabora-
tion with the Scottsdale Institute (SI), a not-for-profit 
organization consisting of 65 healthcare systems com-
mitted to identifying and sharing best practices within 
information technology and innovation [22]. The survey 
instrument was based on a survey used previously by 
Rojas and colleagues in 2021 [7]. Their survey was origi-
nally developed with input from a representative sample 
of key stakeholders to collect information regarding pre-
dictive analytic team roles and current model use cases. 
For this study, we retained many of the original ques-
tions and added new sections focusing on novel AIDPM 
and LLM use cases, as well as implementation strategies 
that consider health equity. The new questions included 
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5 regarding large language models (e.g., Please provide 
examples of planned use cases for a large language model 
in your healthcare organization) and 9 regarding health 
equity (e.g., Does your organization have a team member 
or members whose focus is health equity with regards 
to AIDPM?). No alterations were made to the 6 retained 
questions from the 2021 survey [7]. The expanded survey 
was tested on a few representative leaders, and no further 
changes were needed prior to dissemination. The final 
version of the survey used for this study can be found in 
the supplementary files (Additional File 1). To address 
our research question, we surveyed healthcare leaders 
with the most local knowledge of predictive analytics 
activities at the healthcare system member sites of The 
Scottsdale Institute (SI).

The survey was emailed by SI leadership to health-
care executives at their member locations, requesting a 
response from the person with the most local knowledge 
of AI governance. Reminders were sent at 2 weeks and 1 
week prior to survey closing. Responses were collected 
in the period between June 21, 2023, and November 30, 
2023, utilizing Research Electronic Data Capture (RED-
Cap) [23]. This long collection period accompanied by 
subsequent reminders aimed to maximize response rates 
and ideally minimize non-response bias [24]. The Rush 
University Medical Center Institutional Review Board 
reviewed the study protocol and issued an exempt deter-
mination for this research. Informed consent regarding 
the details of survey distribution and analysis was pro-
vided at the beginning of the survey. Data were manually 
reviewed after collection to ensure that incomplete sur-
vey responses were not included in the final analysis.

Statistical analysis
Both the Chi-squared test and z-statistics were chosen 
for their suitability in addressing the specific research 
questions posed in this study [25]. The Chi-squared test 
allowed for evaluation of changes in categorical distri-
butions, while z-statistics provided a robust method for 
comparing proportions across the two time periods sur-
veyed [26]. Given that multiple comparisons were made 
within and between the 2021 and 2023 datasets, efforts 
were made to account for the risk of Type I errors and 
control the false discovery rate [27]. For Chi-squared 
comparisons, the alpha was adjusted using the Bonferroni 
procedure, dividing the alpha of 0.05 by the number of 
comparisons, with p-values only being considered statis-
tically significant if less than this adjusted alpha [28]. The 
Benjamini-Hochberg method was chosen for z-statistic 
comparisons as it provides a balance between detecting 
true effects and minimizing the number of false positives 
while being less conservative than other approaches given 
our smaller sample size [29]. Throughout the manuscript, 

p-values are listed as significant only if they remained sig-
nificant after accounting for a false discovery rate of 0.05, 
and any p-value greater than 0.05 was considered non-
significant. Reporting of results adheres to the CROSS 
checklist, a standard for survey reports available on the 
EQUATOR Network website [30].

Results
The response rate was 49% (32/65), defined as the num-
ber of responses received divided by the total number 
of institutions that received the survey. The plurality of 
respondents were chief medical information officers 
(41%, 13/32), with other roles including chief information 
officer (16%, 5/32), chief analytics officer (16%, 5/32), and 
chief medical officer (3%, 1/32) being less represented. 
While 84% (27/32) of the institutions reported utilizing 
AIDPM in clinical practice, only 53% (17/32) established 
a team responsible for AIDPM. Furthermore, only 30% 
(8/27) of these teams operate with a dedicated budget. 
The presence of specialized AIDPM teams in 2023 (53%, 
17/32) did not show significant changes from 2021 (64%, 
16/25, p-value = 0.40), and the same was true for the 
presence of dedicated budgets in 2023 (70%, 19/27) com-
pared to 2021 (76%, 19/25, p-value = 0.64). In contrast, 
teams in 2023 exhibited a significant increase in repre-
sentation from experts in clinical informatics, clinical 
operations, and quality improvement when compared 
to 2021 (p-values significant when adjusted for false dis-
covery rate of 0.05), as shown in Figure 1A. Despite this 
shift in team composition, the scope of responsibilities 
remained largely the same (Figure 1B).

The survey also assessed the acquisition, deployment, 
and regulatory considerations of AIDPM. For buying 
versus building their own AIDPM, both strategies were 
represented, but the majority in 2021 (44%, 11/25) and in 
2023 (41%, 11/27) primarily bought AIDPM from exter-
nal vendors and built relatively few of their own (p-value 
> 0.05). When asked about the most-used category of 
AIDPM at their respective institutions, 41% (11/27) 
indicated business-facing models (e.g., billing, through-
put, scheduling), 37% (10/27) indicated image recogni-
tion models and the minority at 22% (6/27) indicated 
clinical decision support models. There was unanimous 
support for integrating LLMs into healthcare practices. 
Of the respondents, 44% (14/32) intend to implement 
LLMs in collaboration with an electronic health record 
(EHR) vendor, while 25% (8/32) are planning independ-
ent implementations. However, 31% (10/32) acknowl-
edged support for LLMs but reported no concrete plans 
for their adoption within their organizations. For pro-
posed use cases, managing physician inboxes and sum-
marizing patient histories were noted by 35% (14/40) of 
respondents.
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The principal obstacles to AIDPM adoption were regu-
latory concerns, data security, workflow integration, and 
clinician acceptance, as illustrated in Figure 2A. Specific 
causes for clinician reluctance included alert fatigue, 
perceived threats to professional autonomy, and liability 
issues, detailed in Figure  2B. Reflecting on these obsta-
cles and risks, 72% (23/32) of respondents supported 
government regulation of AIDPM in healthcare, with the 
majority (41%, 13/32) suggesting that the Food and Drug 
Administration should oversee this regulation.

Regarding health equity, 76% (13/17) of organizations 
reported having a team member dedicated to health 
equity. However, ethicists and leaders in diversity, equity, 
and inclusion (DEI) were critically under-represented on 
AIDPM teams at 18% (3/17). It remains unclear what the 
precise training and roles of those team members dedi-
cated to health equity are, if not in the areas of DEI or 
bioethics. Respondents consistently reported efforts 
to promote health equity, including assembling groups 
of diverse stakeholders, analyzing data for evidence of 
socioeconomic or racial bias, and evaluating AIDPM 
for impact on health equity (Figure 3). However, far less 

common (p-value < 0.001) was the involvement of front-
line clinicians in the development of AIDPM and its 
impact on health equity (Figure 3).

Discussion
Building upon our prior work, these results offer a more 
current understanding of trends in AIDPM use and gov-
ernance. While the adoption of AIDPM is common prac-
tice among healthcare institutions, only a minority have 
dedicated teams and budgets for these initiatives, show-
ing little change from 2021 despite the increased atten-
tion these tools have received in the intervening years. 
Also surprising is the relative lack of focus from AIDPM 
teams on post-deployment accuracy and safety as meas-
ured by team roles and responsibilities. It is possible that 
these roles are relegated to other teams or individuals, 
but further clarification on this point should be obtained 
in the future as post-deployment monitoring is a major 
barrier to the long-term success and safety of AIDPM.

Every respondent supported the use of LLMs in clini-
cal practice, although organizations varied in terms of 
their preparedness to act on that inclination towards 

Fig. 1  Figure 1A. Role representation within dedicated teams for developing and deploying artificial intelligence-derived predictive models 
(AIDPM). Experts in clinical informatics, clinical operations, and quality improvement were significantly more represented in 2023 compared to 2021 
(p-value < 0.05). Ethicists and leaders in diversity, equity, and inclusion were not assessed in 2021 but had relatively low representation compared 
to other roles in 2023. Figure 1B. Responsibility breakdown for dedicated AIDPM teams was similar in 2023 compared to 2021 (p-values all > 0.05), 
except for health system AIDPM governance, which was not assessed in 2021
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these models. There is increased recognition of the lack 
of established guidance for LLM implementation at 
healthcare organizations [31], and our results suggest 
that organizations are preparing to make the leap into 
clinically-focused LLMs without a clear roadmap on 
how best to assess these tools. As many proposed LLM 
use cases, including many described by our respondents, 
involve direct communication with patients, implemen-
tation of LLMs requires a high level of scrutiny and care, 
and further research is needed on how best to achieve 

that level of scrutiny. Particularly concerning is the lack 
of validated methods for monitoring the performance 
and accuracy of LLM output over time. It is one matter 
to assess the accuracy of an LLM’s responses to a stand-
ardized test [32], but it is something quite different to 
determine whether an LLM is providing helpful com-
munications to patients via the electronic medical record 
or whether it is sufficiently assisting the clinical decision 
making of a physician at the bedside. Future studies on 
this subject should more closely examine the specific use 

Fig. 2  Figure 2A. Respondents identified their perceived most relevant barriers to the successful adoption of artificial intelligence-derived 
predictive models (AIDPM) into clinical practice. Barriers deemed less relevant the top 5 were left unranked. Figure 2B. Respondents identified their 
perceived most relevant reasons why clinicians at their institutions may be hesitant regarding adopting artificial intelligence-derived predictive 
models (AIDPM) into clinical practice. Barriers deemed less relevant, the top 5 were left unranked
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cases for LLMs being implemented in practice and what 
the major successes and barriers are, particularly with 
regards to post-deployment model evaluation.

While clinician involvement in AIDPM deployment 
has increased compared to 2021, the reported number 
of physicians and nurses represented on AIDPM teams 
are still relatively low. Clinician acceptance was identified 
as a major barrier to AIDPM adoption in this study, and 
end-user involvement has been proposed as a method of 
improving trust in AIDPM [33]. If a major goal for insti-
tutions is increasing trust and adoption of AIDPM in 
clinical practice, end-user involvement represents an area 
for improvement. Additionally, respondents expressed 
interest in government regulation of AIDPM. Such reg-
ulation could be another method of promoting trust 
in these tools, which is an argument that both tech and 
healthcare leaders have been making in the public dis-
course on this subject [34]. There has also been a growing 
focus on so-called “explainable” models, which help illu-
minate how predictions are derived and can be applied to 
further assess models for bias before large-scale deploy-
ment [35]. Optimizing explainability of AIDPM may be 
an important factor in improving adoption due to con-
cerns about liability and patient and clinician distrust.

Our survey also elucidated concerns regarding data 
security and liability when it comes to adoption of 
AIDPM in the healthcare setting. Many applications for 
these tools have become available to the general public 
faster than institutional security systems have been able 

to keep up, and there remains risk that patient personal 
health information could be inadvertently exposed by 
something as simple as a physician asking a clinical ques-
tion of a publicly available LLM. Further exploration into 
the cyber security practices of institutions will be neces-
sary to develop roadmaps for health systems to follow 
in order to best protect patients’ privacy while attempt-
ing to use AIDPM to improve patient health outcomes. 
While some have proposed that AIDPM itself could be 
used to improve the cyber security of a health system, it 
remains to be seen that such efforts would be effective in 
terms of improving security or trust [36].

The COVID-19 pandemic starkly illuminated the per-
vasive health disparities that remain in the United States, 
and it is clear that health systems themselves have a 
role in addressing these disparities. Amid growing con-
cerns that AIDPM could itself widen these gaps in health 
equity, our results found that ethicists and leaders in 
diversity, equity, and inclusion are represented on very 
few AIDPM teams. Although respondents expressed that 
organizations are taking actions to prevent AIDPM from 
infringing on health equity, more definitive assessments 
of the efficacy of these measures are needed.

Limitations of our study include its small sample size 
and its concentration on larger, innovative healthcare 
systems whose leaders are SI members. These factors 
may limit the generalizability of our findings as smaller 
healthcare systems with fewer resources or less interest in 
novel technologies may adopt very different governance 

Fig. 3  Respondents identified the frequency with which their respective institutions take actions to promote health equity at every stage 
of the development and deployment of artificial intelligence-derived predictive models (AIDPM) in their clinical practice. The center line divides 
each bar into frequently performed actions (to the right of the line) and infrequently performed actions (to the left of the line). Actions to promote 
health equity were consistent (p-value > 0.05) across institutions except informing frontline clinicians of the health equity impacts of AIDPM, which 
was significantly less commonly undertaken by institutions (p-value < 0.001)
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strategies than the ones highlighted by our study. Despite 
these limitations, our study illuminates how health sys-
tems in the United States are locally implementing AI 
governance and its critical intersections with their health 
equity missions.

Conclusions
Clinical adoption of AIDPM remains challenging, pri-
marily due to the absence of established best practices. 
While there is broad support for integrating large lan-
guage models in healthcare, many organizations lack 
concrete implementation plans, highlighting an urgent 
need for developing LLM evaluation guidelines. Col-
laborative groups such as the Coalition for Health AI 
(CHAI) and the Health AI Partnership (HAIP) could be 
well-positioned to publish frameworks that healthcare 
organizations can use to vet and monitor LLMs. Our 
study also reveals a strong interest among respondents 
for federal regulations on AIDPM, which would enable 
organizations to purchase AI-based tools from vendors 
with assurance of specific quality and safety standards. 
As these regulations and best practice frameworks are 
developed and implemented, future research will be 
crucial to assess healthcare systems’ adherence to these 
principles, with particular emphasis on patient safety and 
health equity.
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